The Eight Principles of Responsible AI

1 ETHICAL PURPOSE AND SOCIETAL BENEFIT

Organisations that develop, deploy or use AI systems and any national laws that regulate such use should require the purposes of such implementation to be identified and ensure that such purposes are consistent with the overall ethical purposes of beneficence and non-maleficence, as well as the other principles of the Policy Framework for Responsible AI.

2 ACCOUNTABILITY

Organisations that develop, deploy or use AI systems and any national laws that regulate such use shall respect and adopt the eight principles of this Policy Framework for Responsible AI (or other analogous accountability principles). In all instances, humans should remain accountable for the acts and omissions of AI systems.

3 TRANSPARENCY AND EXPLAINABILITY

Organisations that develop, deploy or use AI systems and any national laws that regulate such use shall ensure that, to the extent reasonable given the circumstances and state of the art of the technology, such use is transparent and that the decision outcomes of the AI system are explainable.

4 FAIRNESS AND NON-DISCRIMINATION

Organisations that develop, deploy or use AI systems and any national laws that regulate such use shall ensure the non-discrimination of AI outcomes, and shall promote appropriate and effective measures to safeguard fairness in AI use.
5 **SAFETY AND RELIABILITY**
Organisations that develop, deploy or use AI systems and any national laws that regulate such use shall adopt design regimes and standards ensuring high safety and reliability of AI systems on one hand while limiting the exposure of developers and deployers on the other hand.

6 **OPEN DATA AND FAIR COMPETITION**
Organisations that develop, deploy or use AI systems and any national laws that regulate such use shall promote (a) open access to datasets which could be used in the development of AI systems and (b) open source frameworks and software for AI systems. AI systems must be developed and deployed on a “compliance by design” basis in relation to competition/antitrust law.

7 **PRIVACY**
Organisations that develop, deploy or use AI systems and any national laws that regulate such use shall endeavour to ensure that AI systems are compliant with privacy norms and regulations, taking into account the unique characteristics of AI systems, and the evolution of standards on privacy.

8 **AI AND INTELLECTUAL PROPERTY**
Organisations that develop, deploy or use AI systems should take necessary steps to protect the rights in the resulting works through appropriate and directed application of existing intellectual property rights laws. Governments should investigate how AI-authored works may be further protected, without seeking to create any new IP right at this stage.